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Abstract. The paper describes the development and performance of parallel algorithms for the
discrete element method (DEM) software. Spatial domain decomposition strategy and message
passing inter-processor communication have been implemented in the DEMMAT code for simula-
tion of visco-elastic frictional granular media. The novel algorithm combining link-cells for contact
detection, the static domain decomposition for parallelization and MPI data transfer for processors
exchanging particles has been developed for distributed memory PC clusters. The parallel software
DEMMAT_PAR has been applied to model compacting of spherical particles in the rectangular
box. Two benchmark problems with different numbers of particles have been solved in order to
measure parallel efficiency of the code. The inter-processor communication has been examined
in order to improve domain decomposition topology and to achieve better load balancing. The
speed-up equal to 11 has been obtained on 16 processors. The parallel performance study has been
performed on the PC cluster VILKAS of Vilnius Gediminas Technical University, Lithuania.
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1. Introduction

The increasing capacity of the advanced computer technologies opens up new vistas for
the discrete concept. Among various numerical techniques, the discrete element method
(DEM) (Cundall and Strack, 1979) started with its first application to simulate the dy-
namic behaviour of granular media, which is presented as an assembly of particles. Con-
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trary to the methods based on the continuum approach, where granular material is mod-
elled by continuum media, in the DEM the particles of granular media are treated as
individual objects and all dynamical parameters of each particle are tracked during the
simulation. The dynamic motion of each particle is obtained by solving classical mechan-
ics equations of Newton’s laws.

Recently, the DEM has become a powerful tool for solving many scientific and engi-
neering applications (Džiugys and Peters, 2001; Kuwagia and Horio, 2002; Cleary et al.,
2003). The main advantage of the DEM is a possibility to model highly complex systems
using the basic data on individual particles without oversimplifying assumptions. This
makes DEM different from the conventional methods of the continuum mechanics, such
as the finite difference, finite element and boundary element methods, and helps to avoid
difficulties encountered in describing granular media at the continuum level.

The main disadvantages of the DEM technique, in comparison with the above-
mentioned methods, are related to computational capabilities which are limited by a huge
number of particles (Hoomans et al., 2000) and short time period of simulations. The
small time step imposed in the explicit time integration schemes gives rise to the require-
ment that a very large number of time increments should be performed. In addition, most
of CPU time is spent on finding the contacts between the particles. Considerable efforts
have been expended by researchers to optimize this procedure for vector supercomputers
(Shöen, 1989) and even to build special-purpose hardware for performing molecular dy-
namics (MD) simulations (Bakker et al., 1990) or designing reconfigurable co-processors
for DEM simulations (Schäfer et al., 2004).

Naturally, for the solution of industrial-scale problems, parallelization becomes an
obvious option for significantly increasing computational capabilities. Relatively new
DEM codes inherited the parallel algorithms from the software for MD simulations. The
majority of the works that have included the implementation of MD parallel algorithms
have been intended for single-instruction/multiple-data (SIMD) machines (Tamayo et al.,
1991) or for multiple-instruction/multiple-data (MIMD) architectures with a few dozens
of processors (Rapaport, 1991). During the last decade there have been efforts to create
scalable MD algorithms that work well on hundred to thousand processor MIMD ma-
chines (Esselink et al., 1993). Most of the authors (Plimpton, 1995) are convinced that a
message passing model of programming (Pacheco, 1997) for distributed memory MIMD
machines is the only one that provides enough flexibility to implement all the data struc-
tures and computational enhancements that are commonly exploited in DEM codes on
sequential computers.

In recent years, there has been a considerable interest in developing parallel DEM
codes. The design of parallel DEM algorithms presents a new challenge to computational
scientists. The natural parallelism of DEM is that the force calculations and position
updates can be done simultaneously for all particles. Two main ideas have been exploited
to achieve this parallelism. In the first class of methods a pre-determined set of force
computations is assigned to each processor. The assignment remains fixed for the duration
of the simulation. The simplest way of doing this is to give a subgroup of particles to
each processor. This method is called atom decomposition or force decomposition of
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the workload, since the processor computes forces on its particles no matter where they
move in the simulation domain. Such methods have shown good performance for shared
memory computers (Hendrickson and Plimpton, 1995), but the global character of the
employed algorithms produces inter-processor communication overhead on distributed
memory machines.

In the second class of methods, the spatial decomposition (Plimpton, 1995), well-
known as domain decomposition (Smith et al., 1996), is employed. The basic idea of
this technique is the partitioning of the computational domain into sub-domains, each
being assigned to a processor. The sub-domains exchange data with each other through
their boundaries. If localized data dependency is not destroyed, time integration on the
particles of a particular sub-domain can be sought entirely in parallel. Then, all required
data will be local to the processor in control of that specific sub-domain. Inter-processor
communication is necessary only when the data on neighbouring particles residing in
other sub-domains is required for computations of contact forces. A parallel computer
is used efficiently if load-balancing (Hendrickson and Devine, 2000) is performed and
none of the processors have to wait for information they need from other processors.
As the degree of natural algorithmic concurrency inherent in explicit time integration
procedures is high, static domain decomposition-based parallel processing strategies can
yield high efficiencies and speed-ups on both shared and distributed memory hardware
configurations (Owen and Feng, 2001).

The DEM algorithms for the granular media considerably differ from analogous MD
simulations. A distinguishing feature between molecular dynamics and dynamics of gran-
ular material is that granular flows directly depend on the interaction between parti-
cles. Unlike collisions between molecules, solid particle collisions dissipate energy. On a
macro-scale granular material can behave like a liquid or can possess a transitional state
between liquid and solid. The above features of granular material in comparison with
MD simulations require the additional data transfer and appropriate domain decomposi-
tion. The dynamically changing configuration feature associated with the applications of
granular media makes the parallelization of DEM software much more difficult and chal-
lenging (Dowding et al., 1999). Essentially, processor workload, inter-processor commu-
nication and data storage requirements undergo continuous evolution during the simu-
lation (Brown et al., 2000). This problem poses considerable difficulties for distributed
memory machines. Only recently, have some successful attempts emerged at tackling
problems of a similar nature (Dowding et al., 1999; Renouf et al., 2004). The novel al-
gorithm combining link-cells for contact detection, the static domain decomposition for
parallelization and MPI data transfer for processors exchanging particles is presented in
this paper. The measured inter-processor communication and parallel performance study
provided interesting technological and scientific results for application of the code on
distributed memory PC clusters.

In the present research, parallel DEM software based on the spatial domain decompo-
sition strategy has been developed for simulation of granular material on the distributed
memory PC clusters. In Section 2, methodology and governing relations of the discrete
element method applied to the dynamic behaviour of visco-elastic frictional granular ma-



210 A. Maknickas et al.

terial are described. Section 3 discusses implementation of parallel algorithms in the gen-
eral DEMMAT code. In Section 4, the numerical results are presented and the efficiency
of the code is investigated on the distributed memory PC cluster, while the concluding
remarks are included in Section 6.

2. Governing Relations for Dynamics of Granular Material

The granular media is assumed to be composed of discrete particles termed as discrete
elements. It is regarded as a system of a finite number N of spherical particles with
their geometric representation of surface by radii Ri (i = 1, . . . , N ) and their physical
behaviour is described as the state of visco-elastic material. The particles can change their
position due to free rigid body motion or due to contacting with the neighbouring particles
or walls defining computation domain. The deformation of the particles is replaced by
overlap of particles shape and it is assumed that impact between one pair of particles
i and j has no influence on the contact of other pair of impacting particles i and k. A
characteristic size of the overlap depth defined by hij must be much smaller than the
particle size (Fig. 1). The details needed for explicit evaluation of kinematics and contact
geometry of spherical particles were considered in (Balevičius et al., 2004).

The dynamical behaviour of the whole granular media is time-dependent and, there-
fore, is considered by applying the second Newton’s law for translational and rotational
motion for each the particle i:

mi
d2xi

dt2
= Fi, (1)

Ii
d2θi

dt2
= Ti, (2)

where xi and θi are vectors of the position of the centre of gravity and orientation of the
particle, mi is the mass of the particle i, Ii is the inertia moment of particle.

Fig. 1. A visco-elastic model of inter-particle contact.



Parallel DEM Software for Simulation of Granular Media 211

Vectors Fi and Ti present the sum of gravity, contact forces Fij and torques Tij ,
which act on the centre of gravity of the particle i, respectively:

Fi =
N∑

j=1,j �=i

Fij + mig, (3)

Ti =
N∑

j=1,j �=i

Tij =
N∑

j=1,j �=i

dcij × Fij , (4)

where g is vector of gravity acceleration.
Several approaches to modelling contact forces are reported in the literature (e.g.,

Kohring, 1996). The presented visco-elastic inter-particle contact model considers a com-
bination of elasticity, damping and friction force effects. The physical meaning of inter-
action stiffness kn,ij , kt,ij and viscous damping coefficients, ηn and ηt in normal and
tangential directions with respect to the contact surface is illustrated in Fig. 1.

In particular, particles normal interaction stiffness is defined by Hooke’s law, kn,ij =
2
3 · E

(1−ν2)Rij(E, ν are the elastic modulus and Poison‘s ratio of the particle material,

respectively; Rij = RiRj

Ri+Rj
is the reduced radius of the colliding particles). Particles in-

teraction stiffness in tangential direction is obtained by the simplified Mindlin’s theory

(Kohring, 1996), kt,ij = 8
3 · G

√
Rijhij

(2−ν) (where G is the shear modulus of the particle
material). The particle viscous damping coefficient coefficients ηn and ηt depends on
the colliding particles reduced mass, mij = mimj

mi+mj
, normal and tangential dissipation

coefficients, γn and γt, and, generally, are expressed by relation η = mij

2mi
γ.

A detailed description of these parameters can be found in (Balevičius et al., 2004;
Džiugys and Peters, 2001). The dynamical state of granular material is determined nu-
merically solving the Eqs. 1–2 by the 5th-order Gear’s predictor-corrector (Allen and
Tildesley, 1991) scheme.

3. Parallel Algorithms

Parallel software DEMMAT_PAR has been created in Parallel Computing Laboratory of
Vilnius Gediminas Technical University. The parallel algorithms have been implemented
in the sequential FORTRAN 90 code DEMMAT (Balevičius et al., 2005) relying on the
procedural programming approach. The code comprises subroutines, functions and mod-
ule implementations as well as using intrinsic and supporting functions for vector algebra.
All subroutines of the code have been written as external procedures. The interface blocks
were used to define the argument details of the procedures. The sequential algorithm of
DEM implemented in the code involves the following basic steps:

• problem setup (initial conditions of the particles and the walls);
• predict particles positions, velocities and accelerations by Gear’s predictor;
• search for the contacts of particles-particles and particles-walls;
• compute all forces acting on the particles;
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• correct particles positions, velocities and accelerations by Gear’s corrector accord-
ing to forces acting on the particles;

• increase simulated time by a time step;
• if simulation continues – go to the Gear’s predictor, otherwise go to the next item;
• post processing, visualization.

The most CPU time consuming parts of the program are time integration and computation
of contact forces. Time integration is performed by the two step Gear’s predictor-corrector
scheme (Allen and Tildesley, 1991). In the sequential implementation, approximately
60% of the CPU time is spent doing contact detection necessary for the calculation of
contact forces.

In order to evaluate contact forces, all contacts between the particles and their neigh-
bours must be detected. Generally, contact detection problem is of the size O(N2) for the
system containing N particles. In order to reduce the number of all particle pair combi-
nations, the link-cell algorithm (Grest et al., 1989) was used for contact detection. The
algorithm is constructed as follows. The neighbour-searching algorithm comprises ref-
erencing of individual particles to the cells and constructing of the neighbours list of
particles. All simulation space is divided into equal cubic cells of the size not smaller
then the diameter of the largest particle. Each particle i is referenced to the cell according
to the position of the particle centre of gravity xi. After referencing the neighbours list of
particle is constructed by assembling particles indices from the neighbouring cells which
are around the reference cell. In a three-dimensional case, the reference cell includes
26 neighbouring cells, while for a two-dimensional case the reference cell has 8 neigh-
bouring cells. The neighbouring cells also include the boundary zones. The boundary
neighbours list of particles was constructed in the manner described above. The proce-
dure of contact detection involves sequential checking of contacts of the type particle-
particles and particle-walls and is performed by using particle indices obtained from the
neighbours list of particles and the boundary neighbours list of particles. High efficiency
performing sequential computations make the code to be a promising candidate for paral-
lelization in order to become applicable for solving large industrial problems of granular
media.

Parallelization of the DEMMAT_PAR is based on the domain decomposition, which
has been established as one of the most efficient high level (coarse grain) strategies for
scientific and engineering computations, and also offers a generic solution for both shared
and distributed memory computers. The solution domain is divided into nearly equal sub-
domains (Fig. 2). Each processor computes only the forces and updates the positions of
particles in its sub-domain. In order to perform their computations, the processors need
to share information about particles which are near the division boundaries in nearby
sub-domains. The communication required in implemented algorithm is thus local in
nature and a large portion of the sequential code can be used without modification. Inter-
processor communication is implemented in the DEMMAT_PAR by the subroutines of
message passing library MPI (Pacheco, 1997). Partitions containing a roughly equal num-
ber of particles ensure the static load balancing on the homogeneous PC clusters.

The parallel algorithm (Fig. 3) used in DEMMAT_PAR is similar to the described
sequential one. The notable changes are made modifying problem setup (pre-processor
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Fig. 2. The illustration of domain decomposition.

for parallel computations) and additionally implementing information exchange between
neighbouring processors (concerning particles near the boundaries of sub-domains). Ini-
tially, a three-dimensional domain of the granular media is divided into cubic cells of
the size approximately equal to the diameter of the largest particle. The pre-processor
assigns the cells containing particles to processors. The particle data is distributed among
the appropriate processors and the setup of the problem is finished. The implemented
spatial domain decomposition perfectly parallelizes the time integration performed in
the time loop without any inter-processor communication. Each processor independently
computes Gear’s predictor and Gear’s corrector steps by using locally stored data.

The initial portion of communications is performed after Gear’s predictor when pro-
cessors exchange particles as they move from one sub-domain to another. This is similar
to the Eulerian approach for a fluid simulation where the grid remains fixed in space as
fluid moves through it (Kačeniauskas, 2002). The inter-processor communication is per-
formed in the subroutine communicate. The list of indexes of exchanging particles serves
as the main input parameter. The communication is performed in two steps. The initial
communication is carried out in the loop over the neighbouring processors. The number
of exchanging particles is sent to each of the neighbouring processors. It is received and
used as the main parameter for subsequent memory allocation and for conditions govern-
ing the program flow. If the number of exchanging particles is more than zero, the nec-
essary memory buffers are dynamically allocated. The data buffers are formed and sent
in another loop over the neighbouring processors. This work is optional and is performed
only in the case of non-zero number of exchanging particles. The receive operations are
performed in a similar manner. In such a way, the data of exchanging particles, e.g., global
index, radii, mass, positions, orientations, velocities, accelerations, shear slip, integration
parameters and additional information are transferred to another processor. The main part
of the described inter-processor communication is optional, requiring sending-receiving a
small amount of data, but it needs extensive manipulation on data structures. The particle
data should be extracted from the arrays of one processor and incorporated in the local
data structure of another processor when the particle moves to another sub-domain.

The main portion of communications is performed prior to computing contact forces
in order to exchange particle data from the buffer cells. The employed communication
model is created for grid networks. At first, processors communicate in left-right direc-
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Fig. 3. The parallel algorithm.

tions, than in up-down directions. Each left processor sends particles data to the right
processor, and then every left processor receives similar information from the right pro-
cessor. Up and down processors communicate in the same way. The particles received
from the buffer cells located in the sub-domain corners are also sent in the next direction,
because they are necessary for all three neighbouring processors. The received particle
co-ordinates are placed as contiguous data directly into the arrays containing local parti-
cles. No time is spent for rearranging the data, except for creating the buffered messages
for inter-processor communication. The inherent synchronisation of this message passing
algorithm ensures good performance of parallel computations on distributed memory PC
clusters. Each processor writes positions, orientations, velocities, accelerations of parti-
cles, forces, kinetic energy and other useful data in a separate result file, which can be
stored in the global home directory as well as on the local hard disk. Thus, the influence
of the output on parallel efficiency can be minimized if required. Finally, the results are
read by the post-processor and sequentially prepared for graphical visualization.
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4. Numerical Results and Discussions

The discussed algorithms have been designed for numerical simulation of granular mate-
rials by the DEM. Two benchmark problems were solved by the parallel code DEM-
MAT_PAR. All simulations were performed on the PC cluster VILKAS (OS Linux,
OSCAR 3.0) of Vilnius Gediminas Technical University. The cluster consisted of 20
Intel R©Pentium III processors (1.4GHz, 0.5GB RAM for a processor, Intel R©Pro/1000T
network card with 32 bit 33/66 MHz slot and 1000 Mbps). It was connected by HP
ProCurve Switch 4104 GL (HP J4863A 100/1000 Base-TX Module, fabric speed 18.3
Gbps, throughput up to 35.7 million pps). The parallel performance of the developed
code was evaluated by the measurements of speed-up Sp and the efficiency Ep:

Sp =
t1
tp

, Ep =
Sp

p
, (5)

where t1 is the program execution time for a single processor; tp is the wall clock time
for a given job to execute on p processors. Parallel efficiency is measured by fixing the
number of particles and increasing the number of processors used. In practice, perfect
efficiency is not naturally attained because of an inherent sequential part of the algorithm,
parallel communication overhead and a load imbalance.

The first test simulates free compacting of granular material in a cubic box, which
is assumed to be the computation domain. The side of the box is 2.0 m long. Granular
material is presented by an assembly of 5000, 20000 or 100000 particles. The values of
the particle radii Ri varying between 0.01 and 0.05 m are defined randomly with uniform
distribution. The initial velocities of the particles are also imposed and defined in the
same manner as the particle radii having their magnitudes over the range of 0–0.1 m/s.

The particles physical data for artificially assumed material are presented in Table 1.
The elasticity and viscous damping parameters are chosen to avoid numerical difficulties
as much as possible. A viscous damping coefficients in normal and tangential directions
are assumed to be the same and equal to ηn = ηt = 25/,s−1. The assumed values of
normal viscous damping coefficient comprise by about 3% and 13% of critical damping
coefficient in collision of two particles with minimal and maximal radii, respectively.

Thus, the space over the bottom is divided into cubic cells of the same size as an or-
thogonal and uniform grid. Cells are equal to 0.1 m (5000 particles), 0.05 m (20000 parti-
cles) and 0.025 m (100000 particles). Initially, the particles are distributed by embedding
them into the centres of the cells to ensure that they are not in contact at the beginning
of testing. The compacting of particles is driven by the particles settling under the force
of gravity defined by gravity acceleration vector g (gx = gy = 0, gz = −9.8 m/s2). The
box walls are treated as the fixed boundaries of the domain and the particles are initially
contact-free. In the case of particle-wall contact, the latter is considered as a particle with
the infinitive radius. The time integration of Eqs. 1 and 2 was carried out by the constant
time integration step ∆t = 10−5 s.

The imposed initial distribution of the particles in the cubic box is illustrated in
Fig. 4a. The simulation of the compacting process was interrupted after 1.5 s, when the
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Table 1

Major data of the particles material

Quantity Symbol Value

Density, kg/m3 ρ 1000

Poisson’s ratio ν 0.30

Elasticity modulus, Pa E 1 · 106

Shear modulus, Pa G 0.3 · 106

Friction coefficient µ 1.0

Normal viscous damping coefficient, 1/s ηn 25.0

Tangential viscous damping coefficient, 1/s ηt 25.0

Fig. 4. A view of the granular media (5000 particles) referingto the first problem: (a) t = 0.0s, (b) t = 1.5s.

particles reached the state of rest (Fig. 4b). Physical nature and characteristic behaviour of
granular flow may be investigated by considering the evolution of the total kinetic energy
(Fig. 5), which in the compaction test is treated as an integral characteristic of the flow.
The total kinetic energy is obtained by the summation of energy of individual particles
due to rotational and translation motions. The graph obviously exhibits a different nature
of the granular flow in characteristic time intervals. The increase of the total kinetic en-
ergy in the time interval reaching up to 0.35 s indicates the particle’s contact-less falling
period. The time interval within the next 0.35 and 0.45 s means that particles come into
contact with each other, starting to rotate and, finally, coming into contact with the bot-
tom. Hence, the increased number of the contacting particles as well as the sufficiently
high coefficient of the particles friction and the coefficients of the damping predefine
rapid dissipation of the total kinetic energy. The remaining time interval up to 1.5 s may
be considered to be the motion stabilization interval. It reflects vanishing changes of the
particles positions with respect to the bottom and their neighbors, approaching, finally,
the state of the rest. It should be noted, however, that the state of the rest with negligibly
small average accelerations is actually a theoretical case, because the corresponding zero
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Fig. 5. The variation of the kinetic energy in the first problem.

Fig. 6. A view of the granular media (5000 particles) referring to the second problem: (a) t = 0.0s, (b) t = 1.5s.

energy can be defined only within the limits of the prescribed tolerance.
Compression of the granular material by a moving wall has been simulated in the

second test case when the right wall begins to move pushing the settled material in x

direction at constant velocity vx = −0.6 m/s. As a result, the granular material was com-
pressed. The simulation time of particles compression was limited to the time interval of
1.5 s. The state of granular material after 1.5 s was shown in Fig. 6. It illustrates the dy-
namically changing configuration of moving particles that forms a “wave” in front of the
moving wall. This benchmark gives us another possibility to check the parallel efficiency
of the code, when the data transfer among processors significantly varies in time.

The parallel performance tests carried out on the PC cluster VILKAS are presented in
Fig. 7. The program execution time, the speed-up gained relative to a sequential run as a
function of the number of processors and the parallel efficiency are shown for the systems
consisting of 5000, 20000 and 100000 particles. When the number of processors is small,
the speed-up is close to linear. The reduction of the efficiency owing to communication
overhead is obtained for larger number of processors. The parallel efficiency is largely
determined by the ratio of local computations over inter-processor communications. As
the number of processors increases, for a fixed problem size, the communication cost will
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Fig. 7. Parallel performance obtained solving the first problem (1P) and solving the second problem (2P) based
on different particle numbers: (a) the run time, (b) the speed-up, (c) the efficiency.
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eventually become dominant over the local computation cost after a certain stage. This
high ratio of communication to computation makes the influence of a further reduction in
the local computation on the overall cost of running the application very small. The com-
munication cost is quite small for relatively large problems (100000 and 20000 particles),
where a large number of particles are used per processor. The results show that the imple-
mented inter-processor communication algorithms are well designed for the distributed
memory PC clusters. Fig. 7 also shows the results of the speed-up study solving the sec-
ond test case. The unpredictable nature of particles moving between processors makes
speed-up curves more chaotic than the curves obtained in parallel FEM computations
(Kačeniauskas and Rutschmann, 2004). The plotted curves illustrate the superiority of
the speed-up achieved for the first benchmark problem in comparison with that obtained
solving the second benchmark.

Most of the authors report parallel efficiency obtained on various supercomputers.
Hustrulid (Hustrulid, 1997) tested his original algorithm for contact detection including
specific data structures on Transputer T805. The obtained speed-up (Sp = 6 on 16 pro-
cessors and Sp = 8 on 32 processors) is significantly lower than that attained in the
presented work. The NSCD solver was developed for shared memory computers (SUN-
FIRE 880 and SGI origin 3800) and described in the paper (Renouf et al., 2004). The
obtained speed-up (Sp = 11 on 16 processors) can hardly be compared with the present
results, because of different parallelisation strategy and hardware. Qwen (Owen and Feng,
2001) presented dynamic domain decomposition algorithm for shared memory machine
SGI Origin 2000. The parallel efficiency was tested on 6 processors only (Sp = 4.41 or
Sp = 5). Dowding (Dowding et al., 1999) developed efficient NURBM3DP algorithm
for distributed memory computers. The excellent speed-up (Sp = 9.89) was attained on
10 processors of IBM SP2. The limited tests were carried out on 2 processors of DELL
PC. The obtained speed-up Sp = 1.89 is comparable with the values (Sp = 1.79 or
Sp = 1.97) attained in the presented work. The parallel efficiency reported in the pre-
sented paper can compete with that obtained on supercomputers and reported by other
authors.

Parallel computation based on the static domain decomposition starts from the ge-
ometrical subdivision of the solution domain. The pre-processor assigns different sub-
domains containing cells and particles to different processors. The algorithm (Fig. 3) will
be well load-balanced only if all sub-domains have a roughly equal number of particles.
The most important question for the static domain decomposition is how to divide the
solution domain ensuring the load-balance. In the case of unstructured sub-domains or
irregular connectivity, the task of assigning particles to sub-domains and communication
algorithm becomes more costly and complex. Taking into account the cubic shape of the
investigated solution domains, the uniform grid structure of sub-domains is considered.
Considering the types of models used in the DEM, the bodies tend to head for the bottom
of the solution domain due to gravity. Dividing the domain into a 3D grid would leave
areas without bodies, and processors without work to do. To avoid poor load balancing,
the first problem is divided into 2D grid of columns (n subdivisions in x direction and m

subdivisions in y direction) containing approximately equal number of particles for the
whole time interval of simulation.
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Fig. 8. Inter-processor communications: (a) the dependency of data transfer D on time step for each processor
in one spatial decomposition 8 (4 × 2) of the first benchmark problem, (b) the dependency of data transfer D

on time step for each processor in one spatial decomposition 8 (4 × 2) of the second benchmark problem, (c)
the dependency of total data transfer TD on time step for four spatial decompositions.
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A highly efficient parallel implementation requires two, often competing objectives
to be achieved: a well balanced workload among the processors and a low level of inter-
processor communication overhead. A difficult task is to find optimal domain subdivision
for the second test case. The dynamic evolution of the particle configuration decreases the
quality of the load-balance achieved by static domain decomposition. Any dynamic load
balancing scheme requires additional computational overhead and data movement. Fig. 8
illustrates inter-processor communications in time. Data transfer D measured in eight
processors is visualized by eight curves. The test case of 20000 particles employs spatial
decomposition 8 (4 × 2) that means 8 working processors, 4 domain subdivisions in x

direction and 2 domain subdivisions in y direction. Fig. 8a illustrates inter-processor data
transfer for the first benchmark problem. At the beginning of computations (t = 0.3 s) the
data transfer was almost constant for both problems. The data transfer for the first bench-
mark problem remained at the roughly same level in the whole time interval. The varia-
tion of the data transfer D had totally different character for the second benchmark prob-
lem (Fig. 8b). The dynamic changes of the particle configuration increased data transfer
among processors. Two curves falling to zero showed, that, when t = 0.9s, two proces-
sors remained without data transfer, as well as without particles and load. The second
problem employing spatial decomposition 8 (4 × 2) is purely load-balanced. Fig. 8c il-
lustrates the total data transfer TD (the sum of D measured in each processor) between
processors for the second test case of 20000 particles solved by different numbers of
processors (2, 8 and 16) and different spatial decompositions (2 × 1, 2 × 4, 4 × 2 and
4 × 4). The curves show that purely load balanced applications like 8 (4 × 2) require
less data transfer than a well-balanced one 8 (2 × 4). Despite of this, the second one
runs faster, because it is better load-balanced. Considering this issue, the work load of
the benchmark problem with moving wall was properly balanced with appropriate spatial
decompositions. The small difference between the curves of the first benchmark problem
and the second benchmark problem (Fig. 7) shows that the considered spatial domain
decomposition algorithm is well designed for the distributed memory PC clusters.

5. Conclusions

In this paper, the development of parallel DEM software for simulation of granular visco-
elastic frictional media has been described. The parallel algorithms have been based on
the spatial domain decomposition strategy and message passing interface (MPI). The
DEM code DEMMAT_PAR has been successfully parallelized designing data structures
for the inherently synchronic message passing algorithm. The solution of two benchmark
problems with a dynamically changing configuration has illustrated high efficiency of
parallel implementation. The data transfer of inter-processor communication has been in-
vestigated in order to find suitable spatial decomposition topology for the dynamically
changing configuration of the media. The obtained parallel performance shows that the
applied spatial domain decomposition and the implemented inter-processor communica-
tion algorithms are well designed for the distributed memory PC clusters. The measured
speed-up of the parallel computations can compete with that obtained by other researchers
on supercomputers and reported in the literature.
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Balevičius, R., R. Kačianauskas, A. Džiugys, A. Maknickas and K. Vislavičius (2005). DEMMAT code for
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Lygiagreti DEM programinė ↪iranga birioms medžiagoms modeliuoti

Algirdas MAKNICKAS, Arnas KAČENIAUSKAS, Rimantas KAČIANAUSKAS,
Robertas BALEVIČIUS, Algis DŽIUGYS

Straipsnyje nagrinėjamas diskreči ↪uj ↪u element ↪u metodo (DEM) programinės ↪irangos ly-
giagreči ↪uj ↪u algoritm ↪u kūrimas ir tobulinimas. DEMMAT program ↪u pakete birioms klampiai-
tamprioms medžiagoms modeliuoti ↪idiegtos tarpprocesorinės komunikacijos, pagr↪istos pranešim ↪u
perdavimu, bei srities skaidymo koncepcija. Paskirstytos atminties PK telkiniams sukurtas nau-
jas algoritmas, jungiantis gardeli ↪u metodik ↪a kontakt ↪u paieškai, statin ↪e srities skaidymo koncep-
cij ↪a ir daleli ↪u perėjim ↪u iš vieno procesoriaus ↪i kit ↪a, pagr↪ist ↪u MPI pranešim ↪u perdavimu. Sferini ↪u
daleli ↪u suspaudimo stačiakampėje srityje uždavinys išspr ↪estas lygiagreči ↪u program ↪u paketu
DEMMAT_PAR. Lygiagreči ↪uj ↪u skaičiavim ↪u efektyvumas išmatuotas sprendžiant du testinius už-
davinius su skirtingais daleli ↪u skaičiais. Siekiant pagerinti srities skaidymo topologij ↪a ir užtikrinti
subalansuot ↪a procesori ↪u apkrov ↪a, ištirtas tarp procesori ↪u persiunčiamas duomen ↪u kiekis. Naudojant
16 procesori ↪u, nagrinėjam ↪a uždavin↪i pavyko išspr ↪esti 11 kart ↪u greičiau. Visi lygiagreči ↪uj ↪u skaičia-
vim ↪u tyrimai atlikti Vilniaus Gedimino technikos universiteto PK telkinyje VILKAS.


