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Abstract. In this paper we propose and introduce a fundamental description of Project Management 
based on the Theory of Organisation and the Theory of Systems. Modelling aspects of projects as a set of 
interacting institutions leads to the application of a different view to understanding and administering 
Risk Management in terms of perceptibility and controllability. Based on this, methods of cybernetics and 
control engineering become useful to evaluate and describe factors of success for a construction project 
and to maintain them in order to lead even complex and inherently unperceivable projects along a well 
defined path to foreseeable results. 
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1. Introduction 

Risk management has gained more and more sig-
nificance in recent years due to the demand for 
higher standards of security in business. Particu-
larly concerning singular nonrecurring projects in 
real estate economy, where the management of 
risks is of very specific importance, several at-
tempts have been made to tackle the problem of a 
principally unknown outcome due to unspecifiable 
parameters.  

Mathematical methods e.g. like the theory of 
decisions (e.g. Bronstein et al. 1979, Domschke, 
Drexl 2006, Gaede, Heinhold 1976, Müller-
Merbach 1971, Scheer 1997) lead to the knowl-
edge of optimal paths through a decision tree. 
However these approaches make use of probabili-
ties (e.g. Hillier, Liebermann 1997, Runzheimer 
1978, Johnson 1973) and therefore results are only 
optimal for averaging situations which is not valid 
in general for unique projects. Further attempts 
based on cybernetics (Wiener 1992) apprehend the 
inherent complexity of projects and their inner 
structure of self organisation due to interaction of 
participating elements (Shannon 1948, Booch 
2007). Some authors (e.g. Vester 1995, Malik 
2003 and 2008) pointed out how to direct a com-
plex system via the flow of information making 
use of the internal structure, in particular of people 
being a major element of insecureness on the one 
hand and self organisation and self determination 
on the other hand. 

Nevertheless none of these approaches turns 
out to provide actual means to reliably lead a pro-
ject to success and the more furnishes parameters 
of reliability for such proceeding. The lack of ele-
mentary information about a specific project is 
very likely to complicate any fundamental propo-
sition to management of projects at all (Jurecka, 
Zimmermann 1972).  

Based on issues of the theory of systems and 
cybernetics we propose in this paper to actively 
establish firm control mechanisms overriding the 
inherent self organisation loops and therefore rul-
ing out the development of unintended deviation to 
the project schedule based on more or less prob-
able occurrence of hazards. Thus, terms of prob-
ability and damage are replaced by estimations of 
controllability and, in advance to this, perceptibil-
ity of situations. Furthermore a parameter of com-
plexity of projects along with its impact on the 
predictable development of a project is described 
and defined. Making use of unified models such 
parameters turn out to be quantifiable and provide 
some useful key values for the evaluation of even 
singular projects in real estate economy.   

2. Modelling a plan 

A goal iG(p ,t)  is given as a point in the space of 
states, located at time te and defined by a vector 
comprising a number of parameters ip . Such are 
e.g. cost, elements of quality, consumption of 
technical resources as well as temporal resources 
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and respectively a certain amount of time. The 
starting point iS(p ,t) is also given by a vector in this 
space at an earlier point of time ts. The desired 
path from the starting point to the goal is described 
by a vector = 1 2 3P(t) [p (t),p (t),p (t),...] and is called a plan 
(Fig. 1). Thus the usage of every assigned resource 
as well as the expected level of production of qual-
ity in terms of well defined variables is known at 
every point of time. Due to the complexity of such 
a system interactions between parameters at any 
time need to be taken into account as well. 

Time tet

Parameters of Quality
Goal

Corridor of States

 
 
Fig.1. Plan in Space of States 
 

As a plan is conducted over the time inevitably 
deviations occur regarding all parameters. As far 
as these are tolerable the plan needs to be allowed 
for some corridor of states. This additionally in-
cludes some tolerated fuzziness of the goal as well. 
In Construction Management surcharges on esti-
mated offers are comparably small and rarely ex-
ceed 1 % of the project volume due to the tight 
market situation. In contrast to this, other safety 
margins e.g. in statics range up from 30 % to 
70 %. This is well understood as reasons of safety 
lead to large and obligatorily paid add-ons. On the 
other hand economic safety is not as much as se-
curing profit but ensuring financial stableness and 
jobs. Yet as the markets don’t allow for more tol-
erance specific measures need to be taken to deal 
with this situation (e.g. Lewis 2002, Schelle et al. 
2005, Henn, Künzi 1968).  

3. Corridor of deviation 

The classical understanding of Risk Management 
refers to terms of the probability of the occurrence 
of some specific risk times the possible hazard 
induced. As we pointed out (Zimmermann et al. 
2008) this approach does not hold, as the statistical 
universe of similar situations is much too small to 
provide sufficient data to evaluate such probabili-
ties. The more on nonrecurring unique projects 
risks are simply occurring or not. Therefore statis-
tical compensation of situations is basically not 
given and any occurrence as small as ever the 
probability may have been leads to the full hazard 

and not only to any sort of weighted hazard. Thus, 
like on stock exchange even unfailingly rising eq-
uities are only reliable if they can be held for theo-
retically infinitely long time. Due to limited liquid-
ity and time any strong aberration which is still in 
accordance to the statistically rising value is capa-
ble to end the engagement (Fig.2). 

Time

Return Value Average Run

Corridor of
Variance

Volatility

Collapse of System  
Fig.2. Effect of Volatility to Singular Projects 

 
Beyond this human beings tend to mingle the 

estimation probabilities with hope and introduce 
asymmetric ranges of occurrence. E.g. the duration 
of processes are underestimated in most cases 
leaving the risk of change at the worse side. Such 
behaviour tightens the situation but is not to be 
tackled in this context. 

On this background an approach needs to be 
developed to judge specifically singular and non-
recurring projects as is typical for construction 
projects regarding their expected behaviour on 
small changes of parameters. 

4. Deviation development in complex systems 

In (Zimmermann et al. 2008) we proposed to focus 
on terms of perceptibility and controllability in 
order to keep the development of complex systems 
under control and let not arise unmanageable situa-
tions. Thus the development of changes within a 
complex system needs to be understood first. 

A traditional network plan (e.g. Wiest 1977, 
Sackmann 2003, Kerzner 2003) is certainly not the 
all encompassing description of a system. Never-
theless extending the idea of a temporal network 
plan to a process network allows modelling the 
complete project including all relationships and 
making use of systems theory and the theory of 
graphs. In (Zimmermann, Eber 2011) we intro-
duced some central average parameters describing 
complex systems given as topological graphs 
(Fig.3). Typically they are characterized by the 
existence of only one starting node and one finish-
ing node, but the absolute requirement of being 
loop-less is softened with respect to realness: 
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Fig.3. Model Network Plan 
 
Values like the maximum rank Γ  as well as the 
impact ζ , which is the average number of rela-
tionships leading to a closing node and the in-
teroperability ξ  which denotes the average num-
ber sourcing from a source node are taken from 
conventional network planning. With an average 
parallelity ρ  we obtain the overall volume Ω = ρΓ . 
In order to include circular effects as well without 
deranging methods of the theory of graphs we in-
troduce the parameter of recursion β = [0..1]  denot-
ing the grade to which a change at one node is re-
turned to the same node via some circular path. 
Furthermore a value α = [0..1]  denotes the overall 
complexity of the complete system. α

 
is defined 

as the dimension of a hypercube where each ele-
ment (i.e. node) out of n is connected to every ad-
jacent element via a relationship out of k and re-
sults in α = +ln(k 1) / n . 

Based on these parameters the development 
T of a small change ∆ ζ( ) of only one parameter 
over a complex system of volume Ω  can easily be 
described by a power progression: 

 
( ) ( ) ( ) ( )α αηΩ Ω − ∆ ζ −β + ⋅Ω Ω − −βT 1 ( ) / 1 c 1 / 1   (1) 

 
The constant term mirrors just the fact that a 

system is not taken holistic but comprises a num-
ber of elements while the linear term indicates a 
strong dependence to the complexity α . The ra-
tio η as well as the parameter of recursion β  turn 
out to be just scaling factors since they are con-
stant over the system. Distributed over the ranks r 
we finally obtain the development of a small 
change ∆ ζ( ) according to the progression of the 
project using α⋅ Γr / as the share of complexity for 
one step in the sequence of ranks: 

( ) ( ) ( )α Γ +α ΓΩ Ω − ∆ ζ −β Ω ∆ ζ −β 

r/ 1 r/T 1 ( ) / 1 ( ) / 1    (2) 

Furthermore taking into account the multiplic-
ity of paths leading to the final closing node leads 
to  

( )Γ+αξ ∆ ζ −β

rT ( ) / 1                         (3) 
and a progression per rank αω ξ (Fig.4)         
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Fig.4. Propagation of Risk in a Complex System 

 
On very simple models α = 0  we obtain con-

stant propagation as expected. Yet with rising 
complexity e.g. α = 0.1 and structures expanding to 
e.g. only 5 subsequent sink nodes per source we 
obtain clearly more than a factor of unity for every 
step of development which leads to potential rise 
of effect.  

On this background it is well understood, that 
no matter how small a probability may be any de-
viation will inevitably lead to enormous conse-
quences. Finally some effort had been spent to es-
timate the force of a restoring measure. Due to the 
potential characteristic of the development it turns 
out, that the one and only efficient measure is to 
completely undo the mislead structure. Then the 
power of correction 

αγ γ− α −α αλ = ξ ξ = ξ = ξd d d dr ( 1) r r r/ 1 /            (4)     
allows controlling the deviation independently of 
steps/ranks by leading the system back to the ini-
tial state immediately by undoing the fault and all 
its consequences (Fig.5). 
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Fig.5. Attempt to Control Risk Propagation 

 
This gives evidence to the recommendation to ini-
tiate controlling mechanisms as fast as possible in 
order to keep the needed force of correction low as 
well as the deviation within the originally deter-
mined corridor of tolerated states. 
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5. Equilibrium and control mechanisms 

Stable systems need stabilising mechanisms. As 
shown above deviations are rather destabilising a 
complex system. As a matter of fact no automa-
tisms exist in project management which were ca-
pable to interfere, save motivating procedures 
working on the staff. As the regulating speed 
needs to be about one order beyond every devel-
opment time constants correcting the course within 
the corridor of tolerance implies the need of active 
control mechanisms (Picot 2008, Haken 1983, 
Schulte-Zurhausen 2002).  

An active system is expected to sense the de-
viation and initiate some force to lead back. Such 
is described by potentials with a sharp minimum at 
the reference value (Fig.6). Shape and parameters 
of this potential defines the type of reaction in ac-
cordance to classical control theory (Schulz 1995). 

 

Time tet

Representative
Parameter of Quality

Goal

Corridor of States
Stabilizing Potentials

 
 Fig.6. Control Loops on Plan Corridor 

 
At this point we need to consider the bounda-

ries of the system. We assume that a deviation of 
any kind can not be detected by itself but only by 
its effect on the observed item. Therefore the con-
trol loop compares only the result to the reference 
value, calculates some control reaction from it and 
applies this to the system (Fig.7). Since the unin-
tended impact is also operating on the system, the 
result indicates the effect of the control mechanism 
in interaction with the disturbance. 

 
Impact Z System

Controller Reference W

Output X

Control Value Y

W-X

Y+ Z

-
+

 
Fig.7. Classical Control Loop 

 
Thus, a control loop needs to be fast enough to 

compensate for external impacts and keep the out-
put within the corridor. We investigated some 
standard models of control in particular regarding 
their ability to adjust and characteristic time re-
sponse. 

5.1. Harmonic control 

The first approach is taken from mechanical sys-
tems: We assume a back leading force propor-
tional to the deviation = −F Dx  and some idleness 
corresponding to physical inertia = ∂ ∂2 2F m x / t  
which keeps things going as they are. This leads to 
the well known differential equation 

( )∂ ∂ = − ⋅2 2x / t D / m x  which solves easily to 
= ω0x Asin t and identifies the circular fre-

quency ω = = π0 D / m 2 f , respectively the cycle du-
ration = = π ω = πT 1 / f 2 / 2 m / D . Obviously this con-
trol system – known as the harmonic oscillator - 
inevitably results in oscillation of a frequency 
which increases on a rising constant of force and 
decreases on rising inertia. The original deviation 
finally remains as a repeatedly occurring value.  

Only an additional term = − ∂ ∂RF R x / t propor-
tional to the speed of variation leads to a decay of 
the deviation. The resulting differential equation 

∂ ∂
= − −

∂ ∂

2

2

D R
x x x

t m m t
                 (4) 

is solved by ( )= ⋅ ω ⋅ −γx A sin t exp t and identifies 
ω = ω − γ2 2 2

0  using γ = R / 2m  and ω = = π0 D / m 2 f . 
Thus with increasing damping the circular fre-
quency is slowing down and the decay of ampli-
tudes is modulated (Fig.8).  
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Fig.8. Harmonic Control 

 
Calculating extreme values yields a critical 

damping configuration ω = ω − γ =2 2 2
0 0  where the 

time constant τ = γ1 / is at minimum. In this case no 
oscillation occurs at all and the deviation is cor-
rected within the shortest possible time. Thus the 
optimal control would be determined by 
γ = ω =0 D / m . 

5.1. Proportional control 

If the idea of modelling idleness as inertia does not 
match, the approach of a proportional control is 
the consequence. Yet a virtually zero value of m 
leads to an infinite reaction frequency ω0 and thus 
a zero time constant. Since real reaction times 
never come to be zero we need to consider control 
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systems based on discrete timing and a control 
force just linear with the observed deviation: 

+ = + −x(t dt) x(t) [w(t) x(t)]k            (5) 
In this context k represents the factor of reaction, 
proportional to the deviation of the system variable 
x(t)  to the reference w(t) . Unfortunately this does 
not give a differential equation, so a discrete time 
interval ∆t where the reaction is applied needs to 
be considered. Exemplarily in Fig. 9 the develop-
ment of a control reaction is plotted for =w(t) 0  
over the time axis for a linear control force 

=k 0.5 (Fig.9): 
 

f(t) including deviation s

s

sk)1( −

Soll Zeit

ks skk )1( −

skk ))1(1( −−

skkk ))1(1( −−

5.0 75.0 625.0

skkk )))1(1(1( −−−

t∆

 
Fig. 9. Proportional Control 

 
Basic consequences of such a control are eas-

ily to be derived:  
A given deviation will never be completely 

eliminated. The remaining value for step i of con-
trol is given by 

= − −∑ i
iR (w x) ( k)                   (6) 

 
which leads, normalized to a deviation of unity, as 
the limit of a geometrical series to  

( ) +

→∞

− − −
= = ≠

− − − − +

n 1

n

k 1 1 1
lim 0

k 1 k 1 k 1
         (7) 

Secondly we still obtain oscillating behaviour, 
defined by the time interval and the linear constant 
k as the factor of improvement for every step ∆t . 
A standardized level of improvement is given by 

−=n 1k e , leading to an average time constant of 
τ ≈ ∆ = −∆n t t / lnk for a reduction of the oscillation 
amplitude to a neglectable value. 

5.2. Integral control 

As the classical approach of a proportional control 
is not capable to eliminate deviations, it is of no 
further use if not modified. Yet, additionally con-
sidering an integrating term leads to much more 
useful results. The according differential equation 
comes to be: 

+ = + −x(t dt) x(t) [w(t) x(t)]k dt                 (8) 
respectively 

∂ + −
= = −

∂ ∂
x x(t dt) x(t)

[w(t) x(t)]k
t t

              (9) 

and solves simply to a standard damping function 
−= ktx(t) Ae where the relaxation time constant is 

given by −τ = 1k (Fig.10). 
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Fig.10. Integral Control 

 
The structure of an integrating approach is 

identical to the introduction of a friction term to 
the harmonic differential equation as a returning 
force linear with the derivative of x with respect to 
time is applied. 

6. Time constant of control 

In any case the time constant of a control loop 
which is capable of returning a value to the refer-
ence comes to be τ = 1 / k  respectively τ = γ1 /  and is 
taken exemplarily from the differential equation of 
the integral control mechanism: 

∂
= −

∂
x

[w(t) x(t)]k
t

                   (10) 

This allows for as well a plausible understand-
ing as a quantitative evaluation of τ = 1 / k : The pa-
rameter k equals the percentage of a production 
rate deviation −w(t) x(t) , which the responsible is 
ready to invest in additional production speed 
∂ ∂x / t , which again corresponds to efficiently util-
ised resources. k is given as percentage in units of 
[1/time] and therefore we obtain τ = 1 / k as a meas-
ure for the expected mean time of appropriate re-
action. Beyond this, the previously introduced 
term of controllability of a risk is so far substanti-
ated by the determination of k. 

7. Criticality of processes 

As explained before, processes are likely to devi-
ate from their expected goal according to acciden-
tally aberrating production factors. The potential 
rise of discrepancy is owed to the complex ar-
rangement of a multiplicity of processes. Yet as 
control mechanisms interfere about one order 
faster, i.e. on the level of processes, variations 
don’t reach the nonlinear complexity of the system 
and thus can be kept under linear control (Fig.11).  
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Fig.11. Criticality of a Situation 
 
In order to evaluate the efficiency of the men-

tioned mechanisms they need to be compared to 
the given time reserves specified for the singular 
process. In contrast to slack times (float times) 
which emerge accidentally from their situation 
within the network structure of a system, the re-
serve durations are well defined intentionally kept 
time frames, allowed for the expected or at least 
suffered prolongation of the particular process. 

Reserve times (Fig.12) can be easily calcu-
lated from the accepted fuzziness δw  of the pro-
duction rate =w dQ / dt , which is the gradient of the 
production curve assumed linearly: 
 

Time

Added Value Q(te)

t0 tt

Qδ

te

Reserve tR

Added Value Q(tt) /w Q t= ∂ ∂

Corridor of
Added Value

Rate of Produktion
~ Ressource

 
Fig.12. Reserve Time on Fuzzy Production Rate 

 

( ) δ
⋅ − + δ ⋅ = δ = δ ⋅ ⇒ = ⋅e e e R e

w
w t w w t Q w t t t

w
    (11) 

Thus, the relative reserve time Rt corresponds 
to the relative tolerated deviation of the production 
rate per time unit. 

Finally we define the criticality χ of a process 
as the ratio of the time constant of the according 
control mechanism and the scheduled reserve 
time: 

τ
χ =

Rt
     

>>
χ ≈
<<

1 critical range
1 transition value
1 uncritical range

       (12) 

If the controller time constant is much less than the 
time reserve, any deviation can be eliminated in 
time. However if the controllers time exceeds the 
time reserve, discrepancies are likely to be carried 
over to the consequent processes and therefore 
effectuate potential rise of risk. 

8. Representative project modeling 

This approach is valid for singular processes and 
useful to elaborate reliable estimations of stability. 
In order to transfer such methods to complex pro-
jects, the number of processes can be simply ac-
cumulated linearly since the stability of processes 
become independent from each other on the estab-
lishment of fast enough control loops. Yet a pro-
ject can only be judged if the respective network 
diagrams are unified to some extent. Only then 
statements about i.e. the ratio of stable and well 
controlled processes become sensible. 

Therefore we need to break down networks to 
a comparable level of detail. We propose to do so 
using the following criteria: 

Firstly, the time slots of processes should be 
about the same in order to avoid much longer or 
shorter processes than the average. The variance of 
the distribution may serve as a measure for this 
issue. From this we derive qualitatively compara-
ble forces of control and comparable terms of add-
ing value within processes. 

Secondly we assume linear production rates 
within the particular processes. Thus, if the pro-
duction rate comes to be nonlinear a more com-
plex subsystem is likely to be hidden within the 
nonlinear process. A straightforward model allows 
substituting probable subsystems (Fig.13 and 14). 

 

TimeTime grid as unit of time

Consumption of Ressources

Added ValueLinear characteristic of added value
and ressource consumption

Number of virtual processes: Nv = P
Presumed structure: Linear chain

P0
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Fig.13. Linear Substitute for Processes 
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Fig.14. Potential Substitute for Processes 
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Presumed a tree shaped system of linear proc-
esses forms the substitute of duration P, the devel-
opment of the added value runs like ξ pW where p 
is the index of unified timeslots and ξ  is the aver-
age interoperability. Then the nonlinearity is mod-
elled by the given potential function ξp and ξ  for 
this subsystem can be measured e.g. by the half-
time value  

ξ ξ ξ
ω = = = = ξ

ξ ξ

P P/2 P/2
P/2

P/2 P/2

W(P)
W(P / 2)

         (13) 

Therewith we find the number of hidden virtual 
processes to be: 

=

ξ − ω−
= ξ = =

ξ − ω −∑
P/2P/2

p
V 2/P

p 0

1 1
N 2 2 2

1 1
         (14) 

and the number of virtual interactions: 

=

ξ − ω −
= ξ = =

ξ − ω −∑
P 2P

p
V 2/P

p 0

1 1
K

1 1
             (15) 

With this, at least the volume of a presumably 
complete model can be obtained from the given 
data which allows for evaluation of criticality. 
Thus, the grade of virtually modelled processes 
and interactions needs to be kept in mind when 
judging a system. For this purpose the degree of 
modelling 

=
+

Real

Real Virtual

N
M

N N
                       (16) 

provides the proportion of real elements in 
comparison to the expected total volume of the 
system. 

9. Evaluation and criticality of a project 

As soon as the completeness of a project model 
can be judged e.g. by a value of ≅M 1  we take the 
model to be highly representative for the project 
and therefore observe the multiplicity of processes 
as a well established measure for the sensitivity of 
the total project. 

The traditional attempt would be to plot the 
number of processes against the total float and ob-
tain a graph like Fig. 15:  

Total/Free Float

Number of processes

Classes

Critical Path

Gradient critical path 2.o.

Average Float Variance
Maximum float

 
 

Fig.15. Evaluation of Float Times in Projects 
 

Yet, since the total float is consumed for all 
subsequent processes the plot is somewhat mis-
leading. A further and more consequent step 
would be the use of the free float instead. Then at 
least the available slack time of a process or path 
denotes the position in a network with respect to 
the critical path.  

We would obtain the processes of the critical 
path at the zero float end of the graph, close to it 
the nearly critical paths along with the gradient of 
the curve measuring the situation around the criti-
cal path at second order. Finally all other processes 
are found more or less concentrated around an av-
erage float, characterized by a value of variance.    

In accordance to the developed value of criti-
cality, it is known, that floats are not available for 
disposition, nor do existing float times reveal ac-
tual characteristic of sensitivity. Therefore the 
number of processes needs to be plotted vs. the 
criticality χ defined before in order to obtain sig-
nificant statements regarding the project (Fig.16).  

Criticality χ

Number of processes

Classes

Center of Gravity

1

Critical Wing

Noncritical wing

 
Fig.16. Evaluation of Criticality Projects 

 
Based on this a general definition of the criti-

cality of a project is: 

ψ = χ∑ i
iP

1
N

                    (17) 

which describes as mean value only the tendency 
of the multiplicity of processes but nevertheless 
indicates whether processes are in general critical 
or not.  

The stronger message can be obtained from 
the share of noncritical processes within the multi-
plicity which comes to be unity if all comprised 
elements are judged noncritical. 

χ >

Ψ = χ∑
i

P i
1P

1
N ( )

N
                (18) 

10. Conclusions 

Concluding, these findings primarily provide some 
well founded measure of the completeness of a 
project structure as e.g. a network plan on the basis 
of the knowledge of the scheduled added value on 
the course of time.   
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On this background the explicit calculation of 
parameters like complexity, interoperability, im-
pact, and parallelity allows to judge the systems 
behaviour on unintended deviations of crucial val-
ues. Especially we are confronted with potential 
development according to the complexity and the 
volume of the model. 

Further knowledge of the added value of each 
process and the purposely made decisions of effort 
to spend on controlling activities define an appli-
cable reaction time constant in order to obtain the 
controllability of risk. Comparison to the reserve 
time as calculatedly designated additional spare 
time yields a value of criticality, which stands for 
the certainty of a process to execute as scheduled. 

Regarding criticality of an entire project com-
prising large numbers of highly interconnected 
processes of different singular criticality two crite-
ria are given. Firstly averaged value judges the 
situation of the total and points out, whether in 
general a project is critical or not. Secondly the 
proportion of critical processes directly yields the 
number of hotspots where modifications to appro-
priate control mechanisms are unavoidable.  

From these findings we expect some signifi-
cant improvement on risk management on singular 
and nonrecurring projects since terms of probabil-
ity can be replaced by judgement of the imple-
mented control effort and therefore be handled in a 
much more comprehensive way, not least as an 
essential part of respective contract formulations 
(Zimmermann, Hamann 2008, Zimmermann 
2009). 
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